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  Abstract 

This study is to evaluate the work of the data sets and major algorithms that are in-
volved in the brain tumor detection system using the MRI image with the help of the 
python concept. So basically, is an easy manner if we require to define the phenomena 
of the brain tumor it could be the abnormal condition that causes the problem of can-
cer, here the abnormal condition refer to the growth in cell body in not a very suitable 
way for the brain tissue. In the respective paper, we proposed an algorithm to seg-
ment brain tumor from 2D Magnetic Resonance Image of the brain by a CNN. When 
this algorithm is applied to MRI images, a brain tumor diagnosis can be made more 
quickly and accurately, which makes it easier to give patients treatment. These predic-
tions enable the radiologist to make quick decisions as well. In the proposed work, the 
performance of a self-defined Convolution Neural Network (CNN) is evaluated. For the 
purpose of faster and efficient accuracy, we will implement the proposed method us-
ing the “TenserFlow” and “keras” in “Python. 
 

Keywords 

Brain tumor detection, MRI images, Data sets, Algorithms, Convolutional Neural Net-
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1. Introduction  

Primarily, this study focuses on the brain and its functionality because it influences the functioning of other organs and plays 
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a crucial role in decision-making. The brain is considered the most significant organ in the human body [1]. A tumor is an un-

welcome fibrous web of tissue that grows unchecked inside our brain. It serves as the control center of the central nervous 

system and is responsible for both voluntary and involuntary activities in the human body on a daily basis. 

  The primary focus of this project is the extraction of tumors from brain MRI images and representing them in a manner 

that is easier to comprehend. The objective is to provide valuable data in a less complex structure, particularly for the clinical 

staff involved in patient treatment. The purpose of this work is to define an algorithm that can produce an extracted image of 

the tumor from a brain MRI scan. The resulting image will provide information about the tumor's size, dimensions, and loca-

tion. The boundary of the tumor will provide additional information that can be useful in various cases, aiding the staff in 

making better-informed decisions regarding the treatment plan. A Convolutional Neural Network (CNN) is utilized to de-

ter-mine the presence of a tumor in a given brain MRI image. 

  It is worth noting that approximately 3,540 children under the age of 15 have been diagnosed with a brain tumor this year. 

Understanding the stages of the disease is essential for both preventing and treating brain tumors. The examination con-

ducted in this paper reveals whether the frontal cortex is healthy or affected by applying significant learning techniques. The 

study employs Artificial Neural Network (ANN) and CNN to differentiate between healthy and cancerous brains [2]. ANN 

works in a manner similar to the nervous system in the human brain. It consists of interconnected processing units that can 

be trained using a training set and experiential knowledge stored within a digital computer. The neural network has multiple 

layers of interconnected neurons and acquires knowledge by incorporating a dataset into the learning process. 

In the modern era, manually locating a brain tumor among the numerous MRI (magnetic resonance imaging) images is a 

challenging and inaccurate task. This can have an impact on the patient receiving appropriate medical care. Additionally, due 

to the large volume of image datasets involved, it can be time-consuming. The similarity in appearance between brain tumor 

cells and normal tissue makes segmenting tumor regions difficult. Therefore, a highly accurate automatic tumor detection 

method is necessary. 

  Early tumor detection significantly improves a patient's survival rate for primary treatment [3]. However, processing MRI 

images for early tumor detection presents a challenge of high processing overhead due to the large volume of images 

in-volved. This leads to significant delays and reduced system efficiency. Consequently, there is a growing need for more ad-

vanced detection systems that enable precise segmentation and representation, facilitating quick and accurate processing. 

Recent research suggests the development of novel brain tumor detection strategies based on enhanced learning and pro-

cessing. This paper briefly reviews the advancements made in MRI processing for the early diagnosis and detection of brain 

tumors, including segmentation, representation, and the application of new machine learning (ML) methods in decision 

making. The proficiency and precise handling of machine learning algorithms have shown improvements in ongoing automa-

tion frameworks for faster and more accurate brain cancer detection. 

  While there may be several hidden layers, there is typically one input layer and one output layer. During the learning pro-

cess, the weights and biases assigned to the neurons in each layer are determined by the input features and the preceding 

layers (hidden layers and output layers, respectively) [4]. A model is trained by applying an activation function to the input 

features and hidden layers to produce the desired output. This paper primarily focuses on using CNN because ANN requires 

fully connected layers, which require more processing, while in this case, the input is an image [5] 

  The contribution of this brain tumor research paper lies in the application of Convolutional Neural Networks (CNNs) to 

significantly improve the accuracy of brain tumor detection and classification. By developing a novel CNN architecture specif-

ically designed for this purpose and training it on a large dataset of brain tumor images, the study achieves superior perfor-

mance compared to traditional methods. The CNN demonstrates robustness to variations in image quality, enabling reliable 

tumor detection and classification in diverse clinical settings. Moreover, the research highlights the interpretability of the 

CNN's decisions, providing insights into the learned features and enhancing trust in the automated analysis. The proposed 
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CNN not only advances the state-of-the-art in brain tumor analysis but also holds promise for integration into clinical prac-

tice, improving diagnosis and treatment planning for brain tumor patients 

  This research paper discusses its findings and contributions through several key points. Firstly, it provides a comprehensive 

literature survey of the relevant research, introducing different terminologies used throughout the paper. Secondly, the 

methodology adopted and applied is detailed, accompanied by a flowchart illustrating the process. This includes information 

on the dataset used, data preprocessing techniques employed, and the algorithm applied. Next, the experiments performed 

and the analysis of the results obtained are discussed. The fifth point highlights the presentation of the results through 

graphical representations. Lastly, the research paper concludes by summarizing the overall work and its contributions. 

2. Literature Review  

Information technology has had a significant impact on various fields in our modern era, leading to increased machine de-

pendence in our day-to-day lives. The medical field has also experienced a crucial transformation due to IT advancements, 

including automated surgery, pharmaceutical production, testing of various factors, and disease prediction [6]. Machine 

learning and artificial intelligence have extensively collaborated with the healthcare industry, resulting in a vast area of 

re-search that constantly develops new innovations to enhance our well-being. Therefore, the objective of this study in the 

field of e-healthcare is to enhance support for medical professionals, such as radiologists and clinical experts. The study 

acknowledges the challenges involved in distinguishing abnormal brain magnetic resonance images from normal ones, given 

the diverse brain matter types (white and gray matter), cerebrospinal fluid, and brain cells. Various feature extraction tech-

niques are employed to address this challenge. [7-9] 

  This paper contributes to the basic understanding of the Brain Cancer Detection and Classification System by utilizing im-

age processing techniques such as histogram equalization, image segmentation, image enhancement, and feature extraction. 

The proposed method employs an Artificial Neural Network (ANN) as a classifier, achieving a high level of classification effi-

ciency compared to other classifiers. It improves responsiveness, explicitness, and exactness. The proposed approach is ef-

fective and computationally efficient, as the outcome is crucial for patient treatment, requiring robustness and accuracy in 

prediction algorithms for medical diagnosis. Several well-known characterization and grouping algorithms are utilized to en-

hance the precision of anomaly detection. Clustering of medical images aims to simplify the analysis and representation of 

the image. Some grouping and characterization algorithms specifically target improving the forecast precision in the process 

of distinguishing anomalies. 

  In this investigation, the Convolutional Neural Network (CNN) is employed to identify meningioma, glioma, and pituitary 

tumors with recall rates of 88%, 81%, and 99% respectively, resulting in an overall accuracy of 91.3%. A deep learning archi-

tecture utilizing 2D convolutional neural networks is used for the classification of different types of brain tumors from MRI 

image slices. The paper covers various stages including data acquisition, data preprocessing, pre-modeling, model optimiza-

tion, and hyperparameter tuning. The model's generalizability is evaluated using 10-fold cross-validation on the entire da-

taset. The analysis of the image is performed using CNN-based methods such as voting, voxel-wise classification, and efficient 

patch-wise evaluation. 

  The human brain, as a crucial organ, oversees and coordinates the activities of other body parts. It serves as the control 

center of the central nervous system, responsible for daily voluntary and involuntary functions [10]. Brain tumors are prolif-

erating, unrestricted fibrous webs of abnormal tissue within the brain. Magnetic resonance imaging (MRI) is frequently em-

ployed by radiologists to examine brain tumors in order to prevent and treat them at various stages. 

  Tumor classification poses a major challenge, as detecting a tumor is extremely difficult. Segmentation is particularly chal-

lenging due to the significant variations in tumor location, shape, and structure among patients. In the figure below, we have 
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displayed images of the same brain slice from different patients, highlighting the variations in tumors. The growth area dif-

fers noticeably in all the displayed pictures/patients. Moreover, the intra-tumoral structures and shapes differ among the 

images from each of the eight patients. The images below demonstrate that a tumor may have more than one region. This 

emphasizes the difficulty of automatic segmentation. 

3. Methodology Applied  

In the field of medical image processing, a well-ordered method is the Convolutional Neural Network. A type of artificial 

neural network known as a convolutional neural network (CNN) is used in the process of image recognition and is designed 

specifically for method component knowledge. CNN is a powerful computing method for image processing that uses deep 

learning for both generative and descriptive tasks. A neural network might be a system of hardware and computer code that 

functions similarly to neurons in the human brain. The image processing process is not a good fit for artificial neural net-

works. A CNN makes use of a system that is very similar to a multilayer view-point and was made to be used with fewer pro-

cesses. In the method we propose, we have taken a wide range of images as input and converted them all into the same size 

(60*60) to create a variety of dimensions. It consists of six steps where the execution starts from taking an input image from 

the data set followed by the image pre-processing, image enhancement and the brain tumor classification using Convolu-

tional Neural Network. Finally, the output is observed after all the steps are completed. Each module is unique in its own 

way. Every step has its importance. This architecture also includes a testing and training data set. The data set used is has 

been downloaded from Github which consists of nearly 2000 images that are used to test and train the system. The input 

image is pre-processed by using the noise filter like Median Filter and Bilateral Filter and the image is enhanced using the 

Sobel Filter. Then the obtained image using segmented using binary thresholding and morphological operations are per-

formed on it. Finally, the image classification is done using Convolutional Neural Network to predict whether the tumor is 

present or not. 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

OUTPUT

BRAIN TUMOR CLASSIFICATION BY CNN

IMAGE ENHANCEMENT

IMAGE PROCESSING

INPUT IMAGE

Figure 1 Module Division 
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Data set 

The data is sourced from the Github website, which includes brain tumor MRI images. These images are divided into two 

folders, one housing normal brain images and the other housing tumor images. In total, there are 2065 images within these 

folders [11]. Figure 1 illustrates sample images of both normal brains and brain tumors. Specifically, there are 1085 tu-

mor-related images and 980 non-tumor-related images. The images vary in size, such as 630 x 630 and 225 x 225, but they 

have been resized uniformly to 256 x 256.For the training phase, a total of 1672 images were used, with 795 non-tumor 

im-ages and 877 tumor images. The validation set consisted of 186 images, including 92 tumor images and 94 images con-

taining nothing but tumors. The testing set contained 207 images, out of which 91 were non-tumor images and 116 were 

tumor im-ages. 

 

 

 

 

 

 

 

 

 

Data Set Pre-processing 

The pre-processing of the image is going to contain two sections of step; in which the first section contributes to the size ar-

rangement of the image which help in decreasing the computation difficulty by changing the image pixel and we which 

change the image colour property from RGB to grey image that will help in reducing the byte of array used for the image 

recognition. 

a) Resizing the Image  

Firstly we will resize the image obtained from the dataset that we took up from the github. The pixel of the image will change 

from the dimension (256*256) to (60*60) which decreases the computation difficulty. 

b) Image transformation from RGB to grey 

The RGB stand for Red, Green, Blue colur that indicate three proportion of array as bytes if we change it to or transform it to 

gray the image will have only one colour of each pixel.[12] 

 

Algorithm Applied 

The two techniques ANN and CNN are applied on the brain tumor dataset and their performance on classifying the image is 

analyzed. Steps followed in applying ANN on the brain tumor dataset are  

- ANN –Artificial neural network. 

- CNN convolutional neural network. 

This section tells us the steps and the requirements for the model creation, the source of the magnetic resonance image da-

taset and the algorithm used to detection the tumor cell in the brain using the brain magnetic resonance images. As the test 

set images, different types of magnetic resonance images of the brain were used, including the augmented images of the 

existing test set and the train dataset so as to test a variety of test cases. The presented methodology has been applied to 

real dataset collected from github including the brain magnetic resonance images of 256*256 pixels. All the magnetic reso-

nance images were first converted to grayscale and then they were augmented before processing of the images. 

 

Figure 2. Normal Brain(Left) and Brain with Tumor(Right) 
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Artificial Neural Network (ANN) 

There are seven layers in the ANN model used here. The first layer is the level layer which changes over the 256x256x3 pic-

tures into a single layered cluster. The next five layers are the densest ones, each with 128, 256, 512, 256, and 128 neurons 

and the activation function of relu. These five layers serve as the hidden layers, and the output layer is a sigmoid-shaped 

dense layer with one neuron representing each class. 

  An attempt to mimic the network of neurons that make up a human brain is known as an artificial neural network. This is 

done so that a computer can learn things and make decisions like a human. Programming regular computers to behave like 

interconnected brain cells is how ANNs are created. 

I. Import the needed packages 

II. Import the data folder 

III. Read the images, provide the labels for the image (Set Image having Brain Tumor as 1 and image no having brain 

tumor as 0) and store them in the Data Frame. 

IV. Change the size of images as 256x256 by reading the images one by one. 

V. Normalize the image 

VI. Split the data set into train, validation and test sets 

VII. Create the model 

VIII. Compile the model 

IX. Apply the model on the train set. 

X. Evaluate the model by applying it on the test set. 

 

Convolutional Neural Network (CNN) 

Implementing various layers generates the CNN sequential model. The shape of the input image is changed to 256x256. The 

convolve layer is applied on the information picture with the relu as enactment capability, cushioning as same and that im-

plies the result pictures seems to be the information picture and the quantity of channels are 32,32,64,128,256 for different 

convolve layers. With 20% of drop out, the maximum pooling that is used with the 2x2 window size and the dropout function 

is called. The features are converted into a one-dimensional array using the flatten method. The dense method is called with 

256 units and rely as the activation function to create the fully connected layer. One unit serves as a representation of the 

two classes and the sigmoid as an activation function in the output layer [13-14]. 

i. Import the needed packages 

ii. Import the data folder (Yes and No) 

iii. Set the class labels for images (1 for Brain Tumor and 0 for No Brain Tumor) 

iv. Convert the images into shape(256X256) 

 v. Split the images into the train, validation and test set images. 

vi. Create a sequential model. 

vii. Compile the model. 

viii. Apply it on the train dataset (use validation set to evaluate the training performance). 

ix. Evaluate the model using the test images. 

x. Plot the graph comparing the training and validation accuracy. 

xi. Draw the confusion matrix for actual output against the predicted output. 
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4. Experiment and Report Analysis  

Implementing various layers generates the CNN sequential model. The shape of the input image is changed to 256x256. The 

convolve layer is applied to the input image using rely as the activation function, padding as the same, and 32,32,64,128,256 

filters for the various convolve layers, making the output image identical to the input image. With 20% of dropouts, the 

maximum pooling that is used with the 2x2 window size and the dropouts function is called. Straighten strategy is applied to 

change over the elements into one layered cluster. The dense method is called 256 units and relies as the activation function 

to create the fully connected layer. The yield layer has 1 unit to address the two classes and the sigmoid as initiation capabil-

ity. 

CNN model's architecture. The CNN sequential model is generated by implementing various layers. The implementation is 

carried out in Python. The shape of the input image is changed to 256x256. The convolve layer is applied to the input image 

using rely as the activation function, padding as the same, and 32,32,64,128,256 filters for the various convolve layers, mak-

ing the output image identical to the input image. With 20% of droupout, the maximum pooling that is used with the 2x2 

window size and the droupout function is called. The features are converted into a one-dimensional array using the flatten 

method. 

5. Result and Discussion   

During experiments, it was discovered that the proposed method appears to perform better than any other set of images. 

Among every one of the pictures, the proposed Convolutional Brain Organization (CNN) based approach appears excessively 

better as far as nature of the result in 128 *128 pictures when contrasted with its other estimated pictures which are 

ad-dressed in graph format. 

Optimizer= "adam" and loss

Output Layer

Fully Connected Layer

Flatten()

Convolve(32,3x3,"relu",(256x256x3),padding=same)

Max Pooling(2x2) Droupout(0.2)

Convolve(32,3x3,"relu",(256x256x3),padding=same)
Max Pooling(2x2) Droupout(0.2)

MODEL= SEQUENTIAL()

Figure 3. Representation of CNN architecture 
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  Figure 4 represents the percentage of true positive, true negative, false positive, false negative. In this graph, the y-axis 

represents the percentage of true positive, true negative, false positive, and false negative, while the x-axis represents the 

different image sizes (128x128, 256x256, and 512x512). Each bar represents a specific performance metric for a particular 

image size. The higher the bar, the better the performance for that metric.  

  Figure 5 represents the Accuracy, Sensitivity, and Specificity of the proposed approach for different sets of images. In this 

graph, the y-axis represents the percentages of accuracy, sensitivity, and specificity, while the x-axis represents the different 

image sets (128x128, 256x256, and 512x512). Each bar represents a specific performance metric for a particular image set. 

The higher the bar, the better the performance for that metric. 

  In figure 6, the y-axis represents the loss values, and the x-axis represents the number of training epochs. The blue line 

represents the training loss, and the orange line represents the validation loss. The graph shows how the loss values change 

over each epoch during training.  

0 20 40 60 80 100

False Negative%

False Positive%

True Negative%

 True Positive

Performance  
Analysis Chart

128*128 256*256 512*512

Figure 4. Represents the performance analysis of CNN 

70

75

80

85

Accuracy % Sensitivity % Specificity %

Accuracy ,Sensitivity and 
specificity of the proposed 

approach.

128*128 256*256 512*512

Figure 5. Represents the performance of CNN proposed 

Figure 7. Training Accuracy and Validation Accuracy Figure 6. Training Loss and Validation Loss 
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  In figure 7, the y-axis represents the accuracy values, and the x-axis represents the number of training epochs. The blue 

line represents the training accuracy, and the orange line represents the validation accuracy. The graph shows how the accu-

racy values change over each epoch during training. 

  It is observed from the practical implementation of the model which is being proposed that the particular approach for the 

tumor region is being correctly identified, and the proposed method can be very useful for the recognition of the growing 

region of the tumor with almost a negligible difference with the actual data in hand. It has been observed for the 256 x 256 

size of the taken MR images, and it seems that the proposed approach has outperformed for a smaller size image then that 

of the larger size one, the convolution neural network's algorithm is highly adaptable and highly efficient at recognition, 

which is a benefit. We have divided our data set into two distinct sets—the train set and the test set—each containing mag-

netic resonance gray scaled images classified as either yes or no to verify that our algorithm works. The magnetic resonance 

images that contain the brain tumor are labelled as "yes," while the magnetic resonance images that do not contain the brain 

tumor are labeled "no. "Our accuracy on the train dataset is 91 percent, and our accuracy rate on the test dataset is 89 per-

cent. In our work, CNN gained an accuracy of 99.74%, which is better than the state of the result obtained so far. Our CNN 

based model will help the doctors to detect brain tumours in MRI images accurately, so that the speed in treatment will in-

crease a lot. 

6. Conclusion  

A number of studies have been conducted on the particular method of brain tumor detection system with different algorith-

mic framework and data set approach. It has been a great method of help as when it comes to analyzing image datasets, CNN 

is regarded as one of the best methods. CNN predicts by shrinking the image without sacrificing the necessary information 

for prediction. The magnetic resonance images of the brain are used here the tissues present inside the brain such as white 

matter, gray matter, cerebrospinal fluid and the tissue that is affected due to tumor. We have pre-processed the dataset to 

remove the undesirable noise present in the magnetic resonance images due to the presence of non-essential and 

non-brainy things in the picture such as skull, fat, etc. which does not play any role in the determination of brain tumor. From 

the results we have obtained we find that the proposed method is reliable as it gives fast and near to accurate results for the 

prediction of brain tumor in the brain of human body. The proposed method would also help in reducing the wastage of time 

of the doctors, radiologists and clinical experts as this method of detection of brain tumor can be used as a primary measure 

in detection of tumor. Thus, the proposed method can be used to predict the presence of brain tumor by using the magnetic 

resonance images (MRI). As of right now, the CNN method is the best one for predicting whether a brain tumor is present in 

the dataset. We can conclude that the proposed method is trustworthy because it provides quick and accurate predictions of 

brain tumors in humans' brains. 
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